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Abstract: This paper presents several numerical tests on reaction-diffusion equations in the Turing space, affected by convective fields present in incompressible flows under the Schnakenberg reaction mechanism. The tests are performed in 2D on square unit, to which we impose an advective field from the solution of the problem of the flow in a cavity. The model developed consists of a decoupled system of equations of reaction-advection-diffusion, along with the Navier-Stokes equations of incompressible flow, which is solved simultaneously using the finite element method. The results show that the pattern generated by the concentrations of the reacting system varies both in time and space due to the effect exerted by the advective field.
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1 Introduction

Several physical problems can be modeled by balancing three factors: diffusion, convection and reaction[1]. The first is defined as the dispersion given in the species involved in the process throughout the physical domain of the problem. Convection is defined as the movement of species due to the fluid transport medium. And, for its part, the reaction is the process of interaction through which the species involved in the phenomenon are generated or consumed. Mathematically, the problem of reaction-advection-diffusion (RAD) can be expressed from the differential equation (1) together with the boundary conditions (2).

\[
\frac{\partial u}{\partial t} + \mathbf{V} \cdot \nabla u = \nabla \cdot k \nabla u + Q(u) \tag{1}
\]

\[
u = h(x, t), \text{ over } \Gamma_u \\
\nabla u = g(x, t) \text{ over } \Gamma \nabla v \tag{2}
\]

where \( u \) is the concentration of the species studied, \( \mathbf{V} \) is the speed of the medium, \( k \) is the diffusion constant, \( Q(u) \) the function that defines the reaction process, \( h(x, t) \) is the function that defines the values of \( u \) in a normal direction to the border \( \Gamma_u \), and \( g(x, t) \) is the function that defines the gradient value of \( u \) along the border. The velocity \( \mathbf{V} \) can be impose ”a priori” as in [2, 3], or can be found, for example, by solving the Navier-Stokes system equations [4, 5] for incompressible flow proposed in (3):

\[
\rho \left( \frac{\partial \mathbf{V}}{\partial t} + \mathbf{V} \cdot \nabla \mathbf{V} \right) = -\nabla p + \mu \nabla^2 \mathbf{V} + \mathbf{f}, \\
\n\nabla \cdot \mathbf{V} = 0 \tag{3}
\]

where \( \rho \) is the fluid density, \( p \) is the pressure, \( \mu \) is the viscosity and \( \mathbf{f} \) is the vector of body forces. These equations of reaction-advection-diffusion (RAD) (1) and other more complex models, where more species or reactants are involved, have the ability to create certain spatial-temporal patterns. A particular case of these patterns are Turing instabilities [1, 2], which are characterized by the appearance of species distributions (patterns), stable in time and unstable in space. Given their particular response, such models have inspired mathematical models for studying problems in many fields such as...
Table 1: Modes of vibration \((m, n)\) for different values of \(d\) and \(\gamma\) of the Schnakenberg model with constant values \(a = 0.1\) and \(b = 0.9\) [3]

<table>
<thead>
<tr>
<th>Mode ((m, n))</th>
<th>(d)</th>
<th>(\gamma)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1,0)</td>
<td>10.0000</td>
<td>29.0000</td>
</tr>
<tr>
<td>(1,1)</td>
<td>11.5776</td>
<td>70.6000</td>
</tr>
<tr>
<td>(2,0)</td>
<td>10.0000</td>
<td>114.0000</td>
</tr>
<tr>
<td>(2,1)</td>
<td>9.1676</td>
<td>176.7200</td>
</tr>
<tr>
<td>(2,2)</td>
<td>8.6676</td>
<td>230.8200</td>
</tr>
<tr>
<td>(3,0)</td>
<td>8.6176</td>
<td>265.2200</td>
</tr>
<tr>
<td>(3,1)</td>
<td>8.6676</td>
<td>329.2000</td>
</tr>
<tr>
<td>(3,2)</td>
<td>8.8676</td>
<td>379.2100</td>
</tr>
<tr>
<td>(3,3)</td>
<td>8.6076</td>
<td>535.0900</td>
</tr>
<tr>
<td>(4,0)</td>
<td>8.6676</td>
<td>435.9900</td>
</tr>
<tr>
<td>(4,1)</td>
<td>8.5876</td>
<td>492.2800</td>
</tr>
<tr>
<td>(4,2)</td>
<td>8.7176</td>
<td>625.3500</td>
</tr>
<tr>
<td>(4,3)</td>
<td>8.6676</td>
<td>666.8200</td>
</tr>
<tr>
<td>(4,4)</td>
<td>8.6076</td>
<td>909.6600</td>
</tr>
</tbody>
</table>

Other disciplines that deal with the Schnakenberg model include fluid dynamics [6], heat transfer [7–9], physics of semiconductors [10], material engineering [11], chemistry [12], biology [13–15], population dynamics [16–18], astrophysics [19], biomedical engineering [20–22] and financial mathematics, among others [23–29].

Following the study of the variation pattern by the action of convective fields from the numerical perspective, the objective of this paper is to solve computationally, and simultaneously, the equations of RAD and Navier-Stokes equations in 2D, for the Schnakenberg reaction system, with kinetic and diffusive parameters in Turing space.

To do this, we solve the RAD equation system through a conjunction approach of the finite element method and Newton-Raphson method [30]. As for the solution of the Navier-Stokes equations, we use a Petrov-Galerkin approach as shown in [31].

2 The model of reaction-advection-diffusion

2.1 Turing instability conditions

Following the Schnakenberg reagent model ([1],[3],[29]), the system of differential equations of RD in (1), can be written as (4):

\[
\begin{align*}
\frac{\partial u}{\partial t} + V \cdot \nabla u - \nabla^2 u &= \gamma(a - u + u^2 v) \text{ in } \Omega \\
\frac{\partial v}{\partial t} + V \cdot \nabla v - d\nabla^2 v &= \gamma(b - u^2 v) \text{ in } \Omega
\end{align*}
\]

where \(u, v\) are the chemical species, \(\nabla^2 u\) and \(d\nabla^2 v\) are the diffusive terms, \(d\) is the relationship between the diffusive coefficients for each species, \(\gamma\) is a dimensionless constant, \(a\) and \(b\) are constant parameters of the model, \(V\) is the velocity of the medium, while \(f(u, v) = (a - u + u^2 v)\) and \(g(u, v) = (b - u^2 v)\) are the Schnakenberg reaction functions.

The solution of this system of equations will lead to an unstable spatial distribution of concentrations or Turing patterns, if certain conditions are met, which for the case of a reaction-diffusion model, without convection, are given by the inequalities described in (5).

\[
\begin{align*}
&f_u g_v - f_v g_u > 0 \\
&f_u + g_v > 0 \\
&d(f_u + g_v) > 0 \\
&(d f_u + g_v)^2 > 4d (f_u g_v - f_v g_u)
\end{align*}
\]

where \(f_u = \frac{\partial f}{\partial u}, g_u = \frac{\partial g}{\partial u}, f_v = \frac{\partial f}{\partial v}, g_v = \frac{\partial g}{\partial v}\). Using the linear stability analysis [3], one can calculate the values of the dimensionless parameters \(d\) and \(\gamma\) required for the formation of Turing patterns under the RD model. These patterns can be identified by the corresponding wave numbers as those listed in Table 1.
2.2 Solution by finite element of the RAD equations system

2.2.1 General considerations of the solution

To solve numerically the system of equations (4), we opted for an approach through the finite element method, using four-node bilinear elements[32]. Given the mathematical features of the problem, a solution was implemented with the following additional considerations:

Due to the nonlinearity of the reactive terms incorporated in the model, we used the Newton-Raphson method to solve the problem of temporal evolution of the species u and v.

The value of the velocity term \( \mathbf{V} \) used in the iteration \( n \) in the approximation of the RAD equation, was the value calculated at time \( n - 1 \) in the solution of the Navier-Stokes equations. The time integration has been made using the trapezoidal rule and a fully implicit formulation.

2.2.2 Formulation of the equation of weighted residues and weak form

Initially raising the weighted residue equation for the system of differential equations (4), we obtain:

\[
\int_{\Omega} w_1 \left( \frac{\partial u}{\partial t} + \mathbf{V} \cdot \nabla u - \nabla^2 u - \gamma (a - u + u^2 v) \right) d\Omega = 0
\]

\[
\int_{\Omega} w_2 \left( \frac{\partial v}{\partial t} + \mathbf{V} \cdot \nabla v - d \nabla^2 v - \gamma (b - u^2 v) \right) d\Omega = 0
\]

where \( \Omega \) refers to the problem domain, which is limited by the border \( \Gamma \), while \( w_1 \) and \( w_2 \) are weighting functions. Using Green’s theorem to the weakening of the equations (6), gives:

\[
\int_{\Omega} w_1 \frac{\partial u}{\partial t} d\Omega + \int_{\Omega} \mathbf{V} \cdot \nabla u d\Omega + \int_{\Omega} \nabla w_1 \nabla u d\Omega - \int_{\Gamma} \gamma w_1 (a - u + u^2 v) d\Gamma = 0
\]

\[
\int_{\Omega} w_2 \frac{\partial v}{\partial t} d\Omega + \int_{\Omega} \mathbf{V} \cdot \nabla v d\Omega + \int_{\Omega} \nabla w_2 \nabla v d\Omega - \int_{\Gamma} \gamma w_2 (b - u^2 v) d\Gamma = 0
\]

From the equations of weighted residues in its weak form (7)(8), we can propose the residues of the problem, as follows:

\[
\left\{ \begin{array}{l}
\mathbf{r}_u = \int_{\Omega} w_1 \frac{\partial u}{\partial t} d\Omega + \int_{\Omega} \mathbf{V} \cdot \nabla u d\Omega + \int_{\Omega} \nabla w_1 \nabla u d\Omega - \int_{\Gamma} \gamma w_1 (a - u + u^2 v) d\Gamma = 0 \\
\mathbf{r}_v = \int_{\Omega} w_2 \frac{\partial v}{\partial t} d\Omega + \int_{\Omega} \mathbf{V} \cdot \nabla v d\Omega + \int_{\Omega} \nabla w_2 \nabla v d\Omega - \int_{\Gamma} \gamma w_2 (b - u^2 v) d\Gamma = 0
\end{array} \right.
\]

Defining zero flow conditions or homogeneous Neumann conditions on the contours of the problem, the terms related to boundary integral equations (9) are canceled, and then the residues are now expressed as:

\[
\left\{ \begin{array}{l}
\mathbf{r}_u = \int_{\Omega} w_1 \frac{\partial u}{\partial t} d\Omega + \int_{\Omega} \mathbf{V} \cdot \nabla u d\Omega + \int_{\Omega} \nabla w_1 \nabla u d\Omega - \int_{\Gamma} \gamma w_1 (a - u + u^2 v) d\Gamma = 0 \\
\mathbf{r}_v = \int_{\Omega} w_2 \frac{\partial v}{\partial t} d\Omega + \int_{\Omega} \mathbf{V} \cdot \nabla v d\Omega + \int_{\Omega} \nabla w_2 \nabla v d\Omega - \int_{\Gamma} \gamma w_2 (b - u^2 v) d\Gamma = 0
\end{array} \right.
\]

To raise the discrete solution, we implemented written approximations as the linear combination of orthogonal functions, such as proposed in (11) [32, 34], where these approximation functions will have the same form of the weighting functions \( w \). So then, variables \( u \) and \( v \) are written in terms of nodal values using the approximation functions \( \mathbf{N} \), thus:

\[
\mathbf{u}^h = \mathbf{N}_u(x,y) \mathbf{u}
\]

\[
\mathbf{v}^h = \mathbf{N}_v(x,y) \mathbf{v}
\]

\[
\mathbf{V}^h = \mathbf{N}_v(x,y) \mathbf{V}
\]

where \( \mathbf{N}_u(x,y), \mathbf{N}_v(x,y), \mathbf{N}_v(x,y) \) are the shape functions, which depend only on the space used for formulation, \( \mathbf{u} \) and \( \mathbf{v} \) are the values of \( u \) and \( v \) at the nodal points, while the superscript \( h \) indicates that discretization of the variable in finite elements. Note that the use of weighting functions \( w \) with the same form as the functions of approximation \( \mathbf{N} \), indicate the use of Bubnov-Galerkin formulation, instead of a SUPG formulation, capable of stabilizing the numerical problems arising from the inclusion of advective terms. This selection is based on the size of the mesh used in all simulated
problems, which ensures obtaining Peclet numbers less than unity, which guarantees that even with the Bubnov-Galerkin formulation, conventional solutions can be obtained numerically stable [35].

By substitution of (11) in (10) yields the residual vector in its discrete form (12), where \( \mathbf{r}^h_u \) and \( \mathbf{r}^h_v \) are vectors of residue for each equation and \( \nabla \mathbf{N} \) is the vector gradient of the approximation functions.

\[
\begin{align*}
\mathbf{r}^h_u &= \int_{\Omega} \mathbf{N}^T \frac{\partial \mathbf{u}^h}{\partial t} d\Omega + \int_{\Omega} \mathbf{N}^T (\mathbf{V}^h \cdot \nabla \mathbf{u}^h) d\Omega + \int_{\Omega} \nabla \mathbf{N}^T \nabla \mathbf{u}^h d\Omega - \int_{\Omega} \gamma a N^T d\Omega + \int_{\Omega} \gamma N^T u^h d\Omega \\
\mathbf{r}^h_v &= \int_{\Omega} \mathbf{N}^T \frac{\partial \mathbf{v}^h}{\partial t} d\Omega + \int_{\Omega} \mathbf{N}^T (\mathbf{V}^h \cdot \nabla \mathbf{v}^h) d\Omega + \int_{\Omega} \nabla \mathbf{N}^T \nabla \mathbf{v}^h d\Omega - \int_{\Omega} \gamma b N^T d\Omega + \int_{\Omega} \gamma N^T (u^h)^2 v^h d\Omega
\end{align*}
\]

Using a temporal discretization base on the Crank-Nicolson equation [35], equation (12) becomes (13). In the latter expression \( \tilde{u}^h \) and \( \tilde{v}^h \) are the nodal values \( u^h \) and \( v^h \) evaluated over time \( t + \Delta t \), while \( \alpha \) is a characteristic parameter of the method of time integration ([32],[34],[35]).

\[
\begin{align*}
\mathbf{r}^h_u &= \int_{\Omega} \mathbf{N}^T (\tilde{u}^h - u^h) d\Omega + \alpha \left( \int_{\Omega} \mathbf{N}^T (\mathbf{V}^h \cdot \nabla \tilde{u}^h) d\Omega + \int_{\Omega} \nabla \mathbf{N}^T \nabla \tilde{u}^h d\Omega - \int_{\Omega} \gamma a N^T d\Omega \right)^{t + \Delta t} \\
\mathbf{r}^h_v &= \int_{\Omega} \mathbf{N}^T (\tilde{v}^h - v^h) d\Omega + \alpha \left( \int_{\Omega} \mathbf{N}^T (\mathbf{V}^h \cdot \nabla \tilde{v}^h) d\Omega + \int_{\Omega} \nabla \mathbf{N}^T \nabla \tilde{v}^h d\Omega - \int_{\Omega} \gamma b N^T d\Omega \right)^{t + \Delta t}
\end{align*}
\]

Using expressions (13) we can calculate each of the terms of the tangent stiffness matrix, shown in (14).

\[
\begin{align*}
\frac{\partial \mathbf{r}^h_u}{\partial \mathbf{u}^h} &= \frac{1}{\Delta t} \int_{\Omega} \mathbf{N}^T \mathbf{N} d\Omega + \alpha \left( \int_{\Omega} \mathbf{N}^T (\mathbf{V}^h \cdot \nabla \mathbf{N}) d\Omega + \int_{\Omega} \nabla \mathbf{N}^T \nabla \mathbf{N} d\Omega + \int_{\Omega} \gamma N^T \mathbf{N} d\Omega \right) \\
\frac{\partial \mathbf{r}^h_u}{\partial \mathbf{v}^h} &= -\alpha \int_{\Omega} \mathbf{N}^T \gamma (u^h)^2 \mathbf{N} d\Omega \\
\frac{\partial \mathbf{r}^h_v}{\partial \mathbf{u}^h} &= \alpha \gamma \int_{\Omega} \mathbf{N}^T (2u^h) \tilde{v}^h \mathbf{N} d\Omega \\
\frac{\partial \mathbf{r}^h_v}{\partial \mathbf{v}^h} &= \frac{1}{\Delta t} \int_{\Omega} \mathbf{N}^T \mathbf{N} d\Omega + \alpha \left( \int_{\Omega} \mathbf{N}^T (\mathbf{V}^h \cdot \nabla \mathbf{N}) d\Omega + \int_{\Omega} \nabla \mathbf{N}^T \nabla \mathbf{N} d\Omega + \int_{\Omega} \gamma N^T (u^h)^2 \mathbf{N} d\Omega \right)
\end{align*}
\]

It should be noted, that for purposes of simplicity in the simultaneous solution of the RAD and the Navier-Stokes equations, the nodal velocity terms \( \mathbf{V}^h \) used in equation (14) correspond to the passage of time and not to \( t + \Delta t \). However this simplification does not imply any loss of accuracy because the two systems of equations, which are solved simultaneously and are found uncoupled. Thus, the nodal values \( \mathbf{u}^h \) and \( \mathbf{v}^h \) in time \( t + \Delta t \) can be approximated by a Newton-Raphson iterative algorithm, as described in equation (15), where \( \Delta \mathbf{u}^h \) and \( \Delta \mathbf{v}^h \) represent the difference of the nodal values in two consecutive iterations

\[
\begin{pmatrix}
\frac{\partial \mathbf{r}^h_u}{\partial \mathbf{u}^h} & \frac{\partial \mathbf{r}^h_u}{\partial \mathbf{v}^h} \\
\frac{\partial \mathbf{r}^h_v}{\partial \mathbf{u}^h} & \frac{\partial \mathbf{r}^h_v}{\partial \mathbf{v}^h}
\end{pmatrix}
\begin{pmatrix}
\Delta \mathbf{u}^h \\
\Delta \mathbf{v}^h
\end{pmatrix} =
\begin{pmatrix}
\mathbf{r}^h_u \\
\mathbf{r}^h_v
\end{pmatrix}
\]

2.3 Solution for the Navier-Stokes equations

2.3.1 General considerations of the solution

Following are presented the expressions used for the numerical solution of the Navier-Stokes equations (3), which will provide the required information on behavior of the advective field of velocities. A first step towards solving the problem, consists in the linearization of the equations (3), as suggested in (16):

\[
\begin{pmatrix}
\rho \left( \frac{\partial \mathbf{V}^i}{\partial t} + \mathbf{V}^i \cdot \nabla \mathbf{V}^i \right) = -\nabla p + \mu \nabla^2 \mathbf{V}^i + \mathbf{f}, \\
\nabla : \mathbf{V}^i = 0
\end{pmatrix}
\]

\[I\text{JNS email for contribution: editor@nonlinearscience.org.uk}\]
\[
\begin{align*}
\rho \left( \frac{\partial \mathbf{V}}{\partial t} + \mathbf{V} \cdot \nabla \mathbf{V} \right) &= -\nabla p + \mu \nabla^2 \mathbf{V} + \mathbf{f}, \\
\nabla \cdot \mathbf{V} &= 0
\end{align*}
\]  

(16)

where the superscript refers to the passage of time in which each term is evaluated. As shown in (16), the original nonlinear term \( \mathbf{V} \cdot \nabla \mathbf{V} \) was linearized evaluating one of the factors in the previous time step. It should be noted that the effect of linearizing the convective term introduces restrictions of the temporary progress (size of the time step).

Additionally, it should be noted that, to meet the criteria of incompressibility, without coming up with formulations with terms of stabilization for this purpose, we used a mixed solution of quadrilateral elements, which involves nine nodes for calculating velocities and four for the calculation of the pressures ([16],[31]).

### 2.3.2 Formulation by finite elements

Following a similar approach used in [31] we carried out the system solution of Navier-Stokes equations. Thus, the numerical approach stabilized using SUPG, leads to the matrix system (17):

\[
\begin{bmatrix}
K + C + M_m \\
L - G^T
\end{bmatrix}
\begin{bmatrix}
\mathbf{V} \\
p
\end{bmatrix}
= 
\begin{bmatrix}
F \\
H
\end{bmatrix}
\]  

(17)

where \( \mathbf{V} \) is the vector of unknown nodal velocities at the new time step (we have omitted the superscript \( t \)), \( p \) is the pressure vector calculated for the passage of time \( t \), \( K \) is the matrix of viscosity, \( G \) is the gradient matrix, \( G^T \) is the matrix of divergence, \( M_m \) is the mass matrix, \( C \) is the convective matrix, \( L \) the matrix of stabilization and \( L \) is the matrix of consistency [31]. The definition of each of the matrices included in the expression (17), are calculated as shown in (18) and (19) [31].

\[
\begin{align*}
K &= \sum_{e=1}^{n_t} \mathbf{A}(k^e) \\
G &= \sum_{e=1}^{n_t} \mathbf{A}(g^e) \\
L &= \sum_{e=1}^{n_t} \mathbf{A}(l^e) \\
M_m &= \sum_{e=1}^{n_t} \mathbf{A}(m_m^e) \\
M &= \sum_{e=1}^{n_t} \mathbf{A}(m^e) \\
F &= \sum_{e=1}^{n_t} \mathbf{A}(f^e) \\
H &= \sum_{e=1}^{n_t} \mathbf{A}(h^e) \\
C &= \sum_{e=1}^{n_t} \mathbf{A}(c^e)
\end{align*}
\]  

(18)

where \( \mathbf{A} \) denotes the operator of assembly of global matrices from the elementary matrices, which are defined in (19). The vectors involved in the calculation of the elementary matrices (19), are defined by the terms described in (20).

\[
\begin{align*}
\mathbf{k}^e &= \int_{\Omega^e} (B^V)^T D B^V \, d\Omega; \\
\mathbf{m}^e &= \frac{\alpha (b^e)^2}{2\mu} \int_{\Omega^e} (B^P)^T B^P \, d\Omega; \\
\mathbf{c}^e &= \int_{\Omega^e} (N^V)^T \mathbf{V}^{t-\Delta t} N_d^e \, d\Omega; \\
\mathbf{f}^e &= \frac{1}{\Delta t} \int_{\Gamma^e} (N^V)^T \mathbf{V}^{t-\Delta t} d\Gamma + \int_{\Omega^e} (N^V)^T f d\Omega + \int_{\Gamma_N} (N^V)^T h \, d\Omega_N \\
\mathbf{g}^e &= -\int_{\Omega^e} (N_d^e)^T N^P \, d\Omega \\
\mathbf{l}^e &= -\frac{\alpha (b^e)^2}{2\mu} \int_{\Omega^e} (B^P)^T (B^Y + B^V) \, d\Omega \\
\mathbf{m}_m^e &= \frac{1}{\Delta t} \int_{\Omega^e} (N^V)^T N^V \, d\Omega \\
\mathbf{h}^e &= \frac{\alpha (b^e)^2}{2\mu} \int_{\Omega^e} (B^P)^T f \, d\Omega
\end{align*}
\]  

(19)
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2.4 Computational solution

We propose to analyze the formation of Turing patterns in a square domain of unit length, considering a reactive process characterized by the Schnakenberg equation and an advective field associated to the flow inside the cavity ([31],[36],[37]), this problem is defined by equations (1) and (3). To finish defining the problem, we considered as boundary conditions for the interpolation of the pressure and the concentrations $u$ 

\begin{equation}
\begin{aligned}
\mathbf{B}^V = \begin{bmatrix} 
\mathbf{B}_1^V & \mathbf{B}_2^V & \cdots & \mathbf{B}_{n_V}^V 
\end{bmatrix} \quad
\mathbf{B}_1^V = \begin{bmatrix} 
\frac{\partial N_1^V}{\partial x} & 0 & \frac{\partial N_1^V}{\partial y} \\
0 & \frac{\partial N_1^V}{\partial x} & \frac{\partial N_1^V}{\partial y} 
\end{bmatrix}^T \\
\mathbf{B}_2^p = \begin{bmatrix} 
\mathbf{B}_2^p & \mathbf{B}_3^p & \cdots & \mathbf{B}_{2n_p}^p 
\end{bmatrix} \quad
\mathbf{B}_2^p = \begin{bmatrix} 
\frac{\partial N_2^p}{\partial x} & \frac{\partial N_2^p}{\partial y} & 0 \\
0 & \frac{\partial N_2^p}{\partial x} & \frac{\partial N_2^p}{\partial y} 
\end{bmatrix}^T \\
\mathbf{B}_3^V = \begin{bmatrix} 
\mathbf{B}_3^V & \mathbf{B}_4^V & \cdots & \mathbf{B}_{3n_V}^V 
\end{bmatrix} \quad
\mathbf{B}_3^V = \begin{bmatrix} 
\frac{\partial N_3^V}{\partial x} & \frac{\partial N_3^V}{\partial y} & \frac{\partial N_3^V}{\partial z} \\
0 & \frac{\partial N_3^V}{\partial x} & \frac{\partial N_3^V}{\partial y} & \frac{\partial N_3^V}{\partial z} 
\end{bmatrix}^T \\
\mathbf{B}_4^V = \begin{bmatrix} 
\mathbf{B}_4^V & \mathbf{B}_5^V & \cdots & \mathbf{B}_{4n_V}^V 
\end{bmatrix} \quad
\mathbf{B}_4^V = \begin{bmatrix} 
\frac{\partial N_4^V}{\partial x} & \frac{\partial N_4^V}{\partial y} & \frac{\partial N_4^V}{\partial z} & \frac{\partial N_4^V}{\partial t} \\
0 & \frac{\partial N_4^V}{\partial x} & \frac{\partial N_4^V}{\partial y} & \frac{\partial N_4^V}{\partial z} & \frac{\partial N_4^V}{\partial t} 
\end{bmatrix}^T \\
\mathbf{N}_0 = \begin{bmatrix} 
\mathbf{N}_0^V & \mathbf{N}_0^p & \cdots & \mathbf{N}_{n_V}^p 
\end{bmatrix} \quad
\mathbf{N}_0^V = \begin{bmatrix} 
\frac{\partial N_0^V}{\partial x} & \frac{\partial N_0^V}{\partial y} \\
0 & \frac{\partial N_0^V}{\partial x} & \frac{\partial N_0^V}{\partial y} 
\end{bmatrix}^T \\
\mathbf{N}_d = \begin{bmatrix} 
\mathbf{N}_d^V & \mathbf{N}_d^p & \cdots & \mathbf{N}_{n_V}^p 
\end{bmatrix} \quad
\mathbf{N}_d^V = \begin{bmatrix} 
\frac{\partial N_d^V}{\partial x} & \frac{\partial N_d^V}{\partial y} \\
0 & \frac{\partial N_d^V}{\partial x} & \frac{\partial N_d^V}{\partial y} 
\end{bmatrix}^T 
\end{aligned}
\end{equation}

In this last set of expressions, $N_i^V$ are the shape functions that interpolate the velocity, while $N_i^p$ are the shape functions that interpolated the pressure. Moreover, $n_V$ is the number of nodes used for interpolation of the velocity function and $n_p$ is the number of nodes used for interpolation of the pressure function.

3 Results

Following below we present the results obtained through numerical formulation by finite element raised earlier. In first instance we will show the results related to the advective velocity field, and then present the results of the RAD system, considering a convective term imposed by the temporal evolution of the previously calculated velocity field. For brevity,
Figure 1: Boundary conditions for the problem of Navier-Stokes and advection-diffusion-reaction. $n_i$ indicates the normal to each side of the unit square.

\[
\begin{align*}
V_x &= V_y = 0 \\
(\nabla u) \cdot n_3 &= (\nabla v) \cdot n_3 = 0
\end{align*}
\]

\[
\begin{align*}
V_x &= V_y = 0 \\
(\nabla u) \cdot n_2 &= (\nabla v) \cdot n_2 = 0
\end{align*}
\]

Figure 2: Interpolation points for each variable (conventions in the figure). This element is quadrilateral and reference (for details see [32]).

Figure 3: Mesh used in the numerical solution. The mesh has 2500 elements and 2601 nodes (bilinear case) to interpolate the pressure and concentrations of the reactive system, and 10201 nodes (quadratic case) to interpolate the velocity.
the results only show the level of concentration of \( u \) for the reactive system. The variable \( v \) has a similar pattern, but with the pattern colors reversed.

### 3.1 Results for the velocity field in the problem of flow in the cavity

Figure 4 shows the results achieved for the problem of the cavity, which is widely referenced in different papers, such as ([31],[36],[37]). Each row shows the velocity field obtained in the steady state, expressed in each of its components (\( V_x, V_y \)), as well as in terms of the resulting, through streamlines. Each row corresponds to the problem solution of the cavity with a non-dimensional velocity in the different upper border: \( c = 0.5, c = 5.0 \) and \( c = 50 \) (see Figure 4). These values on the boundary are equivalent to a Reynolds number of 0.5, 5.0 and 50.0, respectively. The results show the formation of a vortex in the top center for the two lower velocities, and a vortex in the upper right to the highest speed (\( c = 50 \)). The results of the velocity magnitude in each direction and the resulting pattern agree with the results reported by other authors ([31],[36],[37]). For brevity in the report, Figure 4 do not show the results achieved for the pressure, nor the temporal evolution of the velocity and pressure variables.

These results, and more specifically, the velocity field in the temporal evolution was imposed to the reaction system through the convective term to observe the behavior of Turing patterns to these velocity fields. In the next section we show the results of these numerical tests.

### 3.2 Results for an initial mode (1,0)

As mentioned above and listed in Table 1, for reaction-diffusion conditions, different values on the coefficients \( d \) and \( \gamma \) can generate different Turing patterns, which are identified by their wave number. For example, a Turing pattern with a wave number (1,0) can be obtained from a value \( d = 10 \) and \( \gamma = 29 \) (for details see [3]).

Thus, the first case simulated was to evaluate the influence of the advective field derived from the problem of flow in the cavity, in a reaction-diffusion case with \( d = 10 \) and \( \gamma = 29 \). The simulation involved from a simple reaction-diffusion problem, allowing its temporary stabilization (this state was taken as \( t = 0 \)), and subsequently adding the advective effects mentioned. Figure 5 show the results of changes in the pattern obtained for the problem described above, using
three velocity fields defined by three different Reynolds numbers: 0.5 (column a) Figure 5), 5.0 (column b) Figure 5) and 50.0 (column c) Figure 5). In the numerical experiment of the column a) in Figure 5 shows the formation of a Turing pattern rotating in the same direction as the velocity field. The new pattern generated is in constant rotation and fails to stabilize at any later time. It should be noted that the density change front moves from being straight to having a curvature as shown in later times.

In Figure 5 b) shows a symmetrical pattern, as in case a), it is in constant rotation in the direction of rotation of the fluid. In Figure 5 c) shows that, at a high velocity, the system reaches a steady state which has a sinusoidal shape after having rotated in the direction of flow. The dimensionless time of stabilization is \( t = 0.08 \).

### 3.3 Results for an initial mode (2,0)

Like the previous case, it is taken as the starting point the steady state of the reaction-diffusion problem, imposing then the condition of velocity field. Figure 6 shows the results for the second case of analysis for which we took as parameters \( d = 10 \) and \( \gamma = 114 \). In the first row of Figure 6 shows the final state of the reaction-diffusion problem without convection \( (t = 0) \). Column a) of Figure 6 shows the distortion of the central band of the original pattern. This band is distorted in a semi-arc following the pattern of convective flow, reaching a steady state at \( t = 0.060 \). Figure 6 b) shows the evolution of a Turing pattern, formed under the effect of a border velocity equal to 5.0. In this test there is a rotation from the original pattern at an angle equal to 90°, along with a small distortion of it. The pattern formed is stable in time and presents a stabilization time \( t = 0.020 \). Finally, in column c) in Figure 6, we observed as in case b), a rotation of the original pattern, but with more distortion, which is clearly associated to the advective field. The pattern formed with this velocity is stable temporarily and has a stabilization time \( t = 0.040 \).
3.4 Results for an initial mode (2,1)

In this numerical experiment, parameters used correspond to the mode (2,1) in Table 1 and the same three velocity fields used in previous numerical tests. Figure 8 a) shows that the velocity field imposed (Reynolds number equal to 0.5) did not significantly alter the original Turing pattern (formed by the reactive-diffusive effect) only shows a slight distortion, which is stabilized at $t = 0.02$. Column b) in Figure 8, shows a significant distortion, where the original pattern rotates 90 degrees in direction of the flow. We also observe the formation of a dot whose center coincides with the position of the vortex formed in the fluid (Figure 4 f). The settling time for this case is $t = 0.020$. Column c) in Figure 8 shows that under the effect of a higher advective field (Reynolds number equal to 50.0) the pattern is completely lost, standing two semibandas well established in the top and bottom.

3.5 Results for an initial mode (2,2)

In this numerical test we have established the parameters of reaction and diffusion for a wave number (2,2). Column a) of Figure 9 shows the formation of a Turing pattern under the effect of a low advective field (Reynolds number equal to 0.5), which stabilizes at $t = 2.5$. This new pattern formed consists on the reverse of the original pattern, this is, the areas of high concentration of the original pattern pass, after the application of the convective field, to be areas of low concentration, and viceversa. In column b) and c) in Figure 9 shows a final state that stabilizes at $t = 1.0$ and $t = 0.8$, respectively. We can see that the advective field has totally changed the final pattern in both cases, creating stripes of short length in the upper half of the domain.

3.6 Results for an initial mode (3,3)

Figure 10 shows the results obtained by including advective effect of a Turing pattern mode (3,3). We used three different magnitudes in the velocity field, defined by values in the Reynolds number of 0.50, 5.0 and 50.0, respectively. The patterns obtained for the three cases showed a temporary stabilization at $t = 1.5$, $t = 1.5$ and $t = 0.4$, respectively. In columns a)
Figure 9: Results of the reaction-convection-diffusion system for a Turing space with a wave number (3,3). The times (dimensionless) are seen in the figure. For a Reynolds number of a) 0.5, b) 5.0 and c) 50.0. The black color indicates high concentration for the variable $u$. The black color indicates a concentration greater than 1.1 (dimensionless). We present only the results of the variable $u$.

Figure 10: Results of the reaction-convection-diffusion system for a Turing space with a wave number (4,4). The times (dimensionless) are seen in the figure. For a Reynolds number of a) 0.5, b) 5.0 and c) 50.0. The black color indicates high concentration for the variable $u$. The black color indicates a concentration greater than 1.1 (dimensionless). We present only the results of the variable $u$.

and b) of Figure 10, there is a loss of the original pattern and the formation of a new pattern characterized by the presence of stripes and spots. For higher values in the advective field, the original pattern is distorted to a greater extent and we observe a pattern formation with two semi-stripes in the domain.

3.7 Results for an initial mode (4,4)

Figure 11 presents the results obtained by introducing the advective field in the reactive-diffusive pattern defined by the parameters $d = 8.6076$ and $\gamma = 909.6600$. For the tests done with three magnitudes of velocity fields (Reynolds number equal to 0.5, 5.0 and 50.0, respectively) shows that the stationary states are reached at $t=0.020$, $t=0.008$ and $t=0.004$, respectively. Column a) of Figure 11 shows the formation of oblique stripes, which are the product of the joining spots of the original pattern, also, we note some spots at the bottom, so in general, the pattern is a mixture of spots and stripes. Figure 11 b) shows a pattern of semi-stripes, also generated by the union of the original spots, but exhibiting a distortion generated by the action of the advective field. Finally, in column c) of Figure 11 shows a much more distorted pattern formed by spots and stripes.

3.8 Test of independence of the initial condition

As mentioned, in previous numerical test, the convective term is imposed once the reactive-diffusive pattern is stabilized, explained by the linear stability theory. In this new test, shown in Figure 12, the parameters are taken for each wave number and the convective term is introduced from random initial conditions and not from the moment of stabilization of the Turing pattern for the reactive-diffusive case. Column a) shows the evolution of the calculated pattern with the same parameters as of the case in Figure 6 c (wave number (1,0)). This numerical test shows no appreciable difference between the now reached steady state and the one exhibited in the case of Figure 6 c. This test of influence of the initial condition is repeated in the trial shown in Figure 12b, calculated with the parameters corresponding to the wave number (4,4). It is found that the steady state achieved, considering as initial condition the steady state of the reactive-diffusive pattern (Figure 11 c), is the same as the initial condition obtained by considering a random distribution of the substance $u$.
3.9 Independence of the mesh

To analyze the influence of the mesh in the shape of the pattern obtained, we computed the problem illustrated in Figure 6 c, with three different meshes: the first with 169 elements, the second with 625 elements and the third with 2500 elements. The results achieved in each mesh are illustrated in Figure 13. As noted in this latter figure, there are no apparent changes in the shape of the pattern, using different mesh sizes. It is to clear out that even with the larger mesh size, we can ensure that the Bubnov-Galerkin formulation implemented allows us to obtain numerically stable solutions.

4 Conclusions

This article has shown several numerical tests for the analysis of Turing pattern formation under the effect of advective field associated with the problem of flow in a cavity ([31],[36],[37]).

The tests done with different parameters of wave number, evidence that the addition of an advective term to the reaction-diffusion equation allows the generation of complex Turing instabilities. In two dimensions, there is the possibility of the emergence of mixed patterns of spots and stripes for strong advective fields. It was found that they may have complex wave pseudo-modes that can change the length and shape of the stripes and spots.

In the case of advective fields of small magnitude, it was noted that the original pattern may in some cases, rotate in the direction of the velocity field, reaching a temporary stabilization or staying in rotation without reaching a steady state (see Figures 5 a and 5 b).

The test done additionally show that the pattern obtained is independent of the initial condition and of the size of the mesh used. In the latter case, it is important to verify that the size of the element used allow us to guarantee a numerically stable solution.
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