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Abstract: This paper is devoted to study a class of initial value problems for singular fractional differential equations. The modified Picard’s iterative method is employed to obtain the existence and uniqueness of solutions under the Lipschitz condition, without any restrictions on the Lipschitz constant. An example is presented to illustrate the results.
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1 Introduction

This paper is concerned with the existence and uniqueness of solutions for the following singular fractional differential equation with initial condition

\[
\begin{cases}
C D_0^\alpha x(t) = f(t, x(t)), \quad t \in (0, b], \quad 0 < \alpha \leq 1, \\
x(0) = x_0,
\end{cases}
\]

(1)

where \(C D_0^\alpha\) is the Caputo fractional derivative operator of order \(0 < \alpha < 1\), and \(b > 0\) is a constant. The function \(f\) is defined on \(\mathbb{R} \times \mathbb{R}\), with \(\lim_{t \to 0^+} f(t, \cdot) = \infty\).

Fractional differential equations have gained considerable importance due to their applications in various fields, such as physics, mechanics, chemistry, engineering, etc. It has been found that the differential equations involving fractional derivatives are more realistic and practical to describe many phenomena in nature\[1–3\]. We also refer the reader to some other works \[4–7\] on the fractional differential problems. For more details about fractional calculus and fractional differential equations, we refer to the books by Podlubry [8], Kilbas et al. [9], Lakshmikantham and Vatsala [10] and Agarwal et al. [11]. Recently, there are some works about the existence of solutions for singular fractional differential equations, see \[12–16\].

The iterative technique is a powerful tool for proving the existence of solutions for differential equations, see, for example, \[17–23\] and references therein. In \[18\], Picard’s iterative method is employed to obtain the existence of solutions to fractional differential equations with both Riemann-Liouville and Caputo fractional derivatives. Recently, Yang and Liu discussed the singular fractional differential equation (1) in \[24\]. The existence of local solutions was obtained by using Picard’s iterative method. However, there is a spurious computation in the proof of Lemma 2.4 in \[24\], which is essential for the main result.

Motivated by the above comment, in this paper, we discuss the singular fractional differential equation (1). A modified Picard iterative method is employed to investigate the existence and uniqueness of global solutions to (1). Compared with the earlier results, we obtain the global existence results without any restrictions on the Lipschitz constant.

The rest of this paper is organized as follows. In Section 2, we give some definitions and facts about fractional derivative and integral. The main results, the existence and uniqueness of global solutions to (1), is obtained in Section 3. In Section 4, an example is presented to illustrate the main results.
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2 Preliminaries and Lemmas

In this section, we collect some definitions and results needed in our further investigations. Let us denote by \( C([a, b]) \) the space of all continuous real functions defined on \([a, b] \) endowed with supremum norm, i.e., \( \|x\| = \sup\{|x(t)| : t \in [a, b]\} \). Then \( C([a, b]) \) becomes a Banach space. It is known that the beta and gamma functions are defined respectively by

\[
\Gamma(x) = \int_0^{+\infty} s^{x-1} e^{-s} \, ds, \quad B(x, y) = \int_0^1 (1 - s)^{x-1} s^{y-1} \, ds, \quad x > 0, y > 0.
\]

The relation between these functions is

\[
B(x, y) = \frac{\Gamma(x)\Gamma(y)}{\Gamma(x+y)}.
\]

Let us recall the following known definitions about fractional integral and derivatives.

**Definition 1** [18] The Riemann-Liouville fractional integral of order \( \alpha > 0 \) with the lower limit zero for a function \( f \) is defined as

\[
I_0^\alpha f(t) = \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} f(s) \, ds, \quad t > 0,
\]

provided the right side is point-wisely defined on \([0, \infty)\), where \( \Gamma(\cdot) \) is the gamma function.

**Definition 2** [18] The Caputo fractional derivative of order \( \alpha > 0 \) with the lower limit zero for a function \( f \) is defined as

\[
\frac{CD_0^\alpha f(t)}{x} = \frac{1}{\Gamma(n-\alpha)} \int_0^t (t-s)^{n-\alpha-1} f^{(n)}(s) \, ds, \quad t > 0,
\]

where \( \alpha \in (n-1, n), \quad n \in \mathbb{N} \).

**Lemma 1** [18] Let \( 0 < \alpha < 1 \). Then the unique solution to the equation \( CD_0^\alpha h(t) = 0 \) is given by the formula

\[
h(t) = C,
\]

for \( t > 0 \), where \( C \in \mathbb{R} \) is a constant, provided \( h \in C([0, b]) \cap L^1_{loc}(0, b) \). Further, if \( f \in C([0, b]) \cap L^1_{loc}(a, b) \) such that \( \frac{CD_0^\alpha f}{x} \in C([0, b]) \cap L^1_{loc}(0, b) \), then

\[
\frac{I_0^\alpha CD_0^\alpha f}{x}(t) = f(t) + C
\]

for \( t > 0 \) and some constant \( C \in \mathbb{R} \).

3 Main results

In this section, by using the method of modified Picard’s iterative, we give the existence and uniqueness results for the initial value problem (1).

For the forthcoming analysis, we need the following hypothesis:

\( (Hf) \) \( f : [0, b] \times \mathbb{R} \rightarrow \mathbb{R} \) satisfies the following conditions:

1. \( f : [0, b] \times \mathbb{R} \rightarrow \mathbb{R} \) is continuous, with \( \lim_{t \rightarrow 0^+} f(t, x) = \infty \), and there exists a constant \( 0 < k < \alpha \) such that \( t^k f(t, x) \) is a continuous function on \([0, b] \times \mathbb{R} \).
2. For the \( k \) above, there exists \( L > 0 \) such that

\[
t^k |f(t, x_1) - f(t, x_2)| \leq L|x_1 - x_2|,
\]

for all \( t \in [0, b] \) and \( x_1, x_2 \in \mathbb{R} \).

In the proof of our main results, we need the following Lemma.

**Lemma 2** Suppose that \( (Hf) \) holds, the function \( x \in C[0, b] \) is a solution of initial value problem (1) if and only if it is a solution of the following Volterra integral equation:

\[
x(t) = x_0 + \int_0^t \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s, x(s)) \, ds.
\]
Proof. We first show that for every \( x \in C[0, b] \), the integral \( \int_0^t \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s, x(s))ds \) is convergent and uniformly bounded for \( t \in [0, b] \). In fact every \( x \in C[0, b] \) is bounded. From (Hf)(1), we know that \( t^k f(t, x(t)) \) is continuous on \( [0, b] \). So there exists a constant \( M > 0 \) such that \( |t^k f(t, x(t))| < M \) for all \( t \in [0, b] \). Therefore,

\[
| \int_0^t \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s, x(s))ds | \leq \int_0^t \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} s^{-k} M ds \\
= M t^{\alpha-k} \frac{B(\alpha, -k + 1)}{\Gamma(\alpha)} \\
\leq M b^{\alpha-k} \frac{\Gamma(-k + 1)}{\Gamma(\alpha - k + 1)}.
\]

This shows that \( \int_0^t \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s, x(s))ds \) is convergent and uniformly bounded for \( t \in [0, b] \).

Suppose that \( x \in C[0, b] \) is a solution of initial value problem (1), then it is easy to see from Lemma 1 that \( x(t) = x_0 + \int_0^t \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s, x(s))ds \) for \( t \in [0, b] \). So \( x \in C[0, b] \) is a solution of (3).

On the other hand, suppose that \( x : [0, b] \rightarrow R \) is a solution of (3). Then we apply the fractional differential operator \( C_D_0^\alpha \) to both sides of (3) and immediately obtain that \( x \) also solves the differential equation (1). The proof is completed.

**Theorem 3** Suppose that (Hf) holds, then there exists a uniquely defined function \( \phi \in C[0, b] \) solving the initial value problem (1).

Proof. From Lemma 2 we know that it suffices to prove that the integral equation (3) has a unique solution. We first choose \( N = \lfloor \frac{2L\Gamma(1-k)}{M b^{\alpha-k} \Gamma(\alpha - k + 1)} \rfloor + 1 \), and define \( h_i = \frac{b}{N} \) for \( i = 0, 1, \cdots, N \). Then \( 0 = h_0 < h_1 < h_2 < \cdots < h_N = b \) and

\[
h_i = \frac{b}{N} = h_{i+1} - h_i \leq \left( \frac{\Gamma(\alpha - k + 1)}{2L\Gamma(1-k)} \right) \frac{1}{N} \quad \text{(4)}
\]

for \( i = 1, 2, \cdots, N \).

We first concentrate on the interval \( [h_0, h_1] \). We define a function sequence by

\[
\phi_0^{(1)}(t) = x_0, \quad t \in [h_0, h_1]
\]

and

\[
\phi_n^{(1)}(t) = x_0 + \int_0^t \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s, \phi_{n-1}^{(1)}(s))ds, \quad t \in [h_0, h_1]
\]

for \( n = 1, 2, \cdots \).

It is easy to see that \( \phi_n^{(1)} \in C[h_0, h_1] \). Hence it follows from the proof of Lemma 2 that the functions \( \phi_n^{(1)} \) are well-defined. Moreover, according to (Hf) and (4), we deduce that

\[
|\phi_n^{(1)}(t) - \phi_{n-1}^{(1)}(t)| \leq \frac{1}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} |f(s, \phi_{n-1}^{(1)}(s)) - f(s, \phi_{n-2}^{(1)}(s))|ds \\
\leq \frac{L}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} s^{-k} |\phi_{n-1}^{(1)}(s) - \phi_{n-2}^{(1)}(s)|ds \\
\leq \frac{L}{\Gamma(\alpha)} \int_0^t (t-s)^{\alpha-1} s^{-k} ds \|\phi_{n-1}^{(1)} - \phi_{n-2}^{(1)}\|_\infty \\
= \frac{L}{\Gamma(\alpha)} t^{\alpha-k} B(\alpha, -k + 1) \|\phi_{n-1}^{(1)} - \phi_{n-2}^{(1)}\|_\infty \\
\leq \frac{L}{\Gamma(\alpha)} \frac{\Gamma(-k + 1)}{\Gamma(\alpha - k + 1)} h^{\alpha-k} \|\phi_{n-1}^{(1)} - \phi_{n-2}^{(1)}\|_\infty \\
\leq \frac{1}{2} \|\phi_{n-1}^{(1)} - \phi_{n-2}^{(1)}\|_\infty
\]
for \( n = 2, 3, \cdots \), which implies that
\[
\| \phi_{n}^{(1)} - \phi_{n-1}^{(1)} \|_{\infty} \leq \frac{1}{2n-1} \| \phi_{1}^{(1)} - \phi_{0}^{(1)} \|_{\infty}.
\]

Thus, we have that the series \( \sum_{n=1}^{\infty} (\phi_{n}^{(1)} - \phi_{n-1}^{(1)}) \) is uniformly convergent on the interval \([h_0, h_1]\). It then follows that \( \{ \phi_{n}^{(1)} \}_{n=1}^{\infty} \) is uniformly convergent on \([h_0, h_1]\). We can get from (2) that
\[
t^{k} |f(t, \phi_{n}^{(1)}(t)) - f(t, \phi^{(1)}(t)))| \leq L |\phi_{n}^{(1)}(t) - \phi^{(1)}(t)| \to 0
\]
uniformly as \( n \to \infty \) on the interval \([h_0, h_1]\). Hence
\[
\phi^{(1)}(t) = \lim_{n \to \infty} \phi_{n}^{(1)}(t) = \lim_{n \to \infty} [x_0 + \int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s, \phi_{n-1}^{(1)}(s)) ds] = x_0 + \int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} s^{-k} k^k f(s, \phi_{n-1}^{(1)}(s)) ds = x_0 + \int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} s^{-k} \lim_{n \to \infty} s^k f(s, \phi_{n-1}^{(1)}(s)) ds = x_0 + \int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s, \phi^{(1)}(s)) ds.
\]

This shows that (3) is satisfied. From Lemma 2, we obtain that \( \phi^{(1)} \) is a continuous solution of (1) on \([h_0, h_1]\). Suppose that \( \psi \in C([h_0, h_1]) \) is also a solution of (1). Then
\[
\psi(t) = x_0 + \int_{0}^{t} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s, \psi(s)) ds,
\]
for \( t \in [h_0, h_1] \). Since
\[
|\phi^{(1)}(t) - \psi(t)| \leq \frac{1}{\Gamma(\alpha)} \int_{0}^{t} (t-s)^{\alpha-1} |f(s, \phi^{(1)}(s)) - f(s, \psi(s))| ds \\
\leq \frac{L}{\Gamma(\alpha)} \int_{0}^{t} (t-s)^{\alpha-1} s^{-k} |\phi^{(1)}(s) - \psi(s)| ds \\
\leq \frac{L}{\Gamma(\alpha)} \int_{0}^{t} (t-s)^{\alpha-1} s^{-k} ds \| \phi^{(1)} - \psi \|_{\infty} \\
= \frac{L}{\Gamma(\alpha)} t^{\alpha-k} B(\alpha, -k + 1) \| \phi^{(1)} - \psi \|_{\infty} \\
\leq \frac{L(\alpha-k+1)}{\Gamma(\alpha-k+1)} t^{\alpha-k} \| \phi^{(1)} - \psi \|_{\infty} \\
\leq \frac{1}{2} \| \phi^{(1)} - \psi \|_{\infty},
\]

we get that
\[
\| \phi^{(1)} - \psi \|_{\infty} \leq \frac{1}{2} \| \phi^{(1)} - \psi \|_{\infty}.
\]
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which implies that \( \|\phi^{(1)} - \psi\|_{\infty} = 0 \), and hence \( \phi^{(1)} = \psi \) on \([h_0, h_1]\). Therefore, \( \phi^{(1)} \) is the unique solution of (1) on \([h_0, h_1]\).

Next we consider the interval \([h_1, h_2]\). Let \( g(t) = x_0 + \int_0^t \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s, \phi^{(1)}(s))ds \) for \( t \in [h_1, h_2] \). Define a function sequence by

\[
\phi^{(2)}_0(t) = g(t) \quad t \in [h_1, h_2]
\]

and

\[
\phi^{(2)}_n(t) = g(t) + \int_{h_1}^t \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s, \phi^{(2)}_{n-1}(s))ds, \quad t \in [h_1, h_2]
\]

for \( n = 1, 2, \ldots \). Since \( \phi^{(1)} \) is uniquely defined and continuous on \([h_0, h_1] \), \( g \) is uniquely defined on \([h_1, h_2] \) and \( g(h_1) = \phi^{(1)}(h_1) \). Moreover, one can easily deduce from (Hf) that \( g \) is bounded on \([h_1, h_2] \), and hence \( \phi^{(2)}_0 \) is bounded on \([h_1, h_2] \). Suppose that \( \phi^{(2)}_{n-1} \) is bounded on \([h_1, h_2] \), i.e., \( \phi^{(2)}_{n-1}(t) \leq M_1 \) for some constant \( M_1 > 0 \) and every \( t \in [h_1, h_2] \). Then \( |f(s, \phi^{(2)}_{n-1}(s))| \leq M \) for some constant \( M > 0 \) and all \( s \in [h_1, h_2] \), due to the fact that \( f \) is continuous on \([h_1, h_2] \times [-M_1, M_1] \). Therefore,

\[
|\phi^{(2)}_n(t)| \leq \|g\|_{\infty} + \int_{h_1}^t \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} |f(s, \phi^{(2)}_{n-1}(s))|ds \\
\leq \|g\|_{\infty} + M \int_{h_1}^t \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} ds \\
\leq \|g\|_{\infty} + \frac{Mh^{\alpha}}{\Gamma(\alpha + 1)}
\]

for every \( t \in [h_1, h_2] \). This shows that \( \phi^{(2)}_n \) is also bounded on \([h_1, h_2] \). So we can deduce by mathematical inductive that \( \phi^{(2)}_n \) is bounded and continuous on \([h_1, h_2] \) for every \( n \in N \), and hence \( \{\phi^{(2)}_n\} \) is well-defined. We now prove that \( \{\phi^{(2)}_n\} \) is convergent uniformly for \( t \in [h_1, h_2] \). In fact, since

\[
|\phi^{(2)}_n(t) - \phi^{(2)}_{n-1}(t)| \leq \frac{1}{\Gamma(\alpha)} \int_{h_1}^t (t-s)^{\alpha-1} |f(s, \phi^{(2)}_{n-1}(s)) - f(s, \phi^{(2)}_{n-2}(s))|ds \\
\leq \frac{L}{\Gamma(\alpha)} \int_{h_1}^t (t-s)^{\alpha-1}s^{-k} |\phi^{(2)}_{n-1}(s)) - \phi^{(2)}_{n-2}(s)|ds \\
\leq \frac{L}{\Gamma(\alpha)} \int_{h_1}^t (t-s)^{\alpha-1}(s-h_1)^{-k} ds \|\phi^{(2)}_{n-1} - \phi^{(2)}_{n-2}\|_{\infty} \\
\leq \frac{L}{\Gamma(\alpha)} (h_2 - h_1)^{\alpha-k} B(\alpha, 1 - k) \|\phi^{(2)}_{n-1} - \phi^{(2)}_{n-2}\|_{\infty} \\
= \frac{L \Gamma(-k + 1)}{\Gamma(\alpha - k + 1)} h^{\alpha-k} \|\phi^{(2)}_{n-1} - \phi^{(2)}_{n-2}\|_{\infty} \\
\leq \frac{1}{2} \|\phi^{(2)}_{n-1} - \phi^{(2)}_{n-2}\|_{\infty}
\]

for \( n = 2, 3, \ldots \), similar with the proof of interval \([h_0, h_1] \), we know that \( \{\phi^{(2)}_n\} \) is convergent uniformly for \( t \in [h_1, h_2] \). We denote by \( \phi^{(2)}(t) = \lim_{n \to \infty} \phi^{(2)}_n(t) \). Then \( \phi^{(2)} \in C[h_1, h_2] \) since each \( \phi^{(2)}_n \in C[h_1, h_2] \), \( n = 1, 2, \ldots \). Using the same arguments as above, we can obtain that \( \phi^{(2)} \) is the unique continuous function satisfying

\[
\phi^{(2)}(t) = g(t) + \int_{h_1}^t \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s, \phi^{(2)}(s))ds = x_0 + \int_0^{h_1} \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s, \phi^{(1)}(s))ds + \int_{h_1}^t \frac{(t-s)^{\alpha-1}}{\Gamma(\alpha)} f(s, \phi^{(2)}(s))ds,
\]

for \( t \in [h_1, h_2] \), which is the unique solution to (1) on \([h_1, h_2] \).
Taking the next interval \([h_2, h_3]\), repeat this process, and we conclude that there exists a unique solution \(\phi^{(i)}\) to the integral equation (3) on every interval \([h_i, h_{i+1}]\). Now we set
\[
\phi(t) = \begin{cases} 
\phi^{(1)}(t), & t \in [h_0, h_1], \\
\phi^{(2)}(t), & t \in [h_1, h_2], \\
\vdots \\
\phi^{(N)}(t), & t \in [h_{N-1}, h_N].
\end{cases}
\] (9)

The fact that \(\phi^{(i)} \in C[h_{i-1}, h_i] (i = 1, 2, \cdots, N)\), as well as the definition of \(\phi^{(i)}, i = 1, 2, \cdots, N\), shows that \(\phi \in C[0, b]\) and is actually the unique solution of initial value problem (1) defined on \([0, b]\). This completes the proof.

**Remark 4** From Theorem 3 we can see that there is no restriction on the constant \(b\) or the Lipschitz constant \(L\). That is to say, for any \(b > 0\), there is a unique solution to (1) on \([0, b]\). This means that actually we have obtained the following global existence of the initial value problem (1).

**Theorem 5** Suppose that \((Hf)\) holds. Then the initial value problem (1) has a unique solution on \([0, \infty)\).

**Remark 6** From the proof of Lemma 2 and Theorem 3, we can see that the assumption that \(f\) is joint continuous is just used to guarantee the boundedness of \(f\) on some relevant subsets. For this reason, this condition can be replaced by the following boundedness assumption, which is employed in [24].

\((Hf)\) \(f : (0, b] \times \mathbb{R} \to \mathbb{R}\) satisfies the following conditions:

1. \(f(t, \cdot)\) is continuous for all \(t \in (0, b]\), and \(f(\cdot, x)\) is measurable for all \(x \in \mathbb{R}\).
2. there exists a constant \(0 < k < \alpha, M \geq 0\) and \(L > 0\) such that
\[
t^k|f(t, x)| \leq M, \tag{10}
\]
and
\[
t^k|f(t, x_1) - f(t, x_2)| \leq L|x_1 - x_2|, \tag{11}
\]
for all \(t \in [0, b], x, x_1, x_2 \in \mathbb{R}\).

**Theorem 7** Suppose that \((Hf)\) holds, then there exists a uniquely defined function \(\phi \in C[0, b]\) solving the initial value problem (1).

The proof is similar to that of Theorem 3, so we omit it.

**Remark 8** In [24], using the Picard’s iterative method, the authors obtained the unique continuous solution of initial value problems (1) on the interval \([t_0, t_0 + h]\), where \(h < b\) satisfies some extra conditions. Unfortunately, there is a spurious computation in the proof of Lemma 2.4 in [24] (see line 10 to line 14 of page 7 of [24]), which plays a key role in the proof of the main result, Theorem 2.1. Under the same assumptions of Theorem 2.1 of [24], we get the global existence of the initial value problem (1) in Theorem 7, without any other assumptions on the Lipschitz constant \(L\).

## 4 An Example

In this section, as an application of our main results, an example is presented. We consider the following fractional differential equation.
\[
\begin{cases}
C_{0}D_{+}^{\frac{\alpha}{2}} x(t) = t^{-\frac{1}{2}}(1 + 2x(t)), & t \in (0, 10], \\
x(0) = 4, \quad t \to 0^+ \quad l(t, \cdot) = \infty.
\end{cases}
\] (12)

where \(\alpha = \frac{2}{3}\), \(x_0 = 4\), \(f(t, x) = t^{-\frac{1}{2}}(1 + 2x)\) for \((t, x) \in (0, 10] \times \mathbb{R}\), and \(\lim_{t \to 0^+} f(t, \cdot) = \infty\). Set \(k = \frac{1}{2}\), then \(t^k f(t, x) = 1 + 2x\) is continuous on \([0, 10]\). So \(H(f)(1)\) is satisfied. Since \(|f(t, x_1) - f(t, x_2)| = 2t^{-k}|x_1 - x_2|\), \(H(f)(2)\) is also satisfied with \(L = 2\). Therefore, all the assumptions in Theorem 3 are fulfilled.

**Proposition 9** The initial value problem (12) has a uniquely continuous solution on \([0, 10]\).

IJNS homepage: http://www.nonlinearscience.org.uk/
Acknowledgments

The work was supported by the National Natural Science Foundation of China(11271316, 11526178).

References


IJNS email for contribution: editor@nonlinearscience.org.uk